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Abstract: Self-assessment plays a critical and important role toward safe and robust autonomous
driving. Current self-assessment approaches in this area focus on individual modules at spe-
cific positions within the autonomous driving stack. The literature lacks a unifying framework
to combine various self-assessment information. Hence, this work provides a comprehensive
self-assessment framework for autonomous driving stacks, combining and unifying existing self-
assessment methods. For this framework, we propose using subjective logic as an interface to
standardize the output of self-assessment modules. This allows the combination of different
modules and their use in subsequent processing modules. Our approach can be deployed to
existing autonomous vehicle software stacks without imposing any requirements on their func-
tional parts, enabling easy integration. With this framework, we are aiming to contribute to the
improvement of safety and reliability in autonomous driving.
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1 Introduction

In modern autonomous systems, safety and adaptability are key challenges to enable
efficient yet robust processing while ensuring safety of the own system and of others.
Assessment and awareness are crucial to obtain an accurate impression of the current
state of a system. To move forward and bring autonomous vehicles on the road, the
automotive industry has proposed functional safety standards, e.g., ISO 21448 safety of
the intended functionality (SOTIF) |1]. In order to adhere to these standards, all modules
within the software stack have to be assessed.

One way of assessing software modules is called self-assessment (SA). SA can be per-
formed on different levels. Each module can be considered separately, and based on
internal mechanisms and information, the current state of health is estimated. One ex-
ample is the SA of filter and tracking algorithms, e.g., the Kalman filter [2, 3]. We call
this SA on module level. In addition, by investigating the interaction of different mod-
ules, any misbehavior and issues can be identified. This can be extended to groups of
modules that are assessed as a composite of modules. One example is an SA approach of
multiple sensor processing pipelines as in [4]. We call this SA on sub-system level. Lastly,
a complete system can be assessed by comparing redundant yet different approaches or
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Fig. 1. Illustration of the overall structure of a comprehensive SA framework for a redundant system.
SA is applied at different locations and levels in the autonomous driving software stack. These are SA
on module level, here, as part of Sensor 1 (S7) and Sensor Processing 1 and n (P, and P,), and SA on
sub-system level, such as for the combination of Sy and S,, as well as P; and P5. All SA results within a
system are then combined in the proposed SA framework, leading to SA on system level representing the
system-wide SA statement. The illustrated redundant system finally contains k systems, and in addition
to handling functional redundancy, our proposed method can be used for a global SA fusion.

pipelines that pursue the same goal as, e.g., in [5]. We call this SA on system level. While
this is generally the most complex and computationally expensive approach, redundant
systems have proven valuable for safety in autonomous systems [6].

As outlined above, various SA approaches are already available in the literature. How-
ever, these existing SA approaches primarily assess parts of the autonomous system’s
overall functionality individually. In addition, there is no comprehensive overview of ex-
isting SA approaches and their categorization, as we proposed above, in the literature
yet. Methods and concepts that allow the combination of different outcomes from differ-
ent SA levels are also missing. In this work, we propose a concept and framework that
allows the combination and fusion of multiple SA approaches on all proposed levels of the
autonomous driving stack, which is exemplarily illustrated in Fig. [[ With this unified
SA framework, we aim to provide a foundation for future research on SA methodologies.

Therefore, we discuss existing SA approaches and categorize them in the context
of the level where they are performed in the autonomous driving stack in Section [2
After introducing subjective logic (SL) theory in Section , we outline the similarities
of these approaches, especially with respect to the SA output, and thus argue the use
of SL as a common interface for SA in Section [ The goal is to use a mathematical
theory to represent and deal with SA measures in a unified manner. Hence, we present a
comprehensive SA framework for autonomous driving stacks that incorporates the possible
levels of SA approaches and additionally combines and fuses SA results to obtain overall
statements about the whole system in Section [5 Finally, we evaluate the proposed SA
framework on an exemplary system in Section [f] before we conclude our work in Section [7]



2 Related Work

In autonomous driving, security mechanisms are closely connected to SA approaches,
which aim for safety. These methods are often called misbehavior detection systems and
aim to detect misbehavior in the context of intentional attacks by an attacker. Methods in
this field are discussed, e.g., in |7} [8]. However, this work focuses on the safety perspective
and, thus, on SA methods.

In recent years, several ideas for single module-based SA approaches have been pub-
lished (SA on module level). These concepts provide insights into possible assessment
methods that can be applicable elsewhere. Some examples are, e.g., the SA of filtering
and tracking systems by using the SL theory |2, |9} |3 |10} [11]. As outlined above, internal
mechanisms are exploited and monitored to assess whether the tracking system’s statis-
tical assumptions are currently valid, such as the normalized innovation squared (NIS)
consistency test [12]. Further, given the multiple different pieces of evidence on the cur-
rent state of health, a framework is proposed to yield a combined SA statement for the
whole tracking module, where multiple sensors can be involved |3, |10]. Another example
of SA on module level, which in this case involves deep learning, monitors the vehicle
driving performance by considering physical principles and passenger experiences [13].

Other works focused on the interaction of modules in the autonomous driving stack
(SA on sub-system level), e.g., assessing the synchronization of sensors [14] or assessing
the quality and reliability of sensor data using SL [4]. Here, the outputs of multiple
modules are considered simultaneously to draw a conclusion about the collaborated result.
Specifically, the method proposed in [14] obtains the synchronization state between two
sensors based on their respective motion.

Lastly, redundancy is a well-known approach to increase safety [6] (SA on system
level). This can even be performed between various connected and autonomous vehicles
(CAVs) in a connected system using SL [5] and potentially be extended to cooperative
CAVs [15]. Originating mainly from the aircraft industry [16], where sensor fault and
anomaly detection have been required for years, it is also being used in cars. While the
principle is simple, having redundant systems becomes complex and expensive, with more
and more software and hardware being required for autonomous driving. Nevertheless,
redundancy is required to meet certain safety standards [17].

It is noteworthy that several existing SA approaches over multiple SA levels in the
automated driving stack use SL as the theory for building up the SA scores. Thus, we
introduce SL in the following and then, with this knowledge, discuss why SL is suitable
as a common interface for SA.

3 Subjective Logic

This section summarizes the basics of SL, which are the foundation for our proposed
unified SA framework. We first present the opinion representation, the key element of SL.
Second, the fusion operators relevant to this work are discussed, which combines opinions
from multiple sources. Third, subjective networks (SN) are introduced, which allow the
modeling of multiple sources, agents, and variables into a single representing network.
For consistency, definitions from prior studies are partially incorporated here. Fach
operator is cited individually, ensuring transparency and accuracy. Some definitions are
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Fig. 2. Exemplarily binomial opinions, denoted as wy, are represented within a barycentric triangle [19].
In (a), the barycentric triangle with an opinion is specified in detail (including axes and measures).
The triangle’s axes correspond to belief by, disbelief dx, and uncertainty wx, which together define the
opinion wx. Additionally, ax represents the prior that projects wx onto the probability Pyx. Moreover,

exemplarily classified opinions are visualized in (b), namely a most likely true opinion w) in green, a

most likely false opinion w% in red, and a somewhat true opinion w¥ in yellow.

taken verbatim from our previous work [18] to maintain uniform notation; however, ex-
plicit quotation marks have been omitted for improved readability. Generally, the follow-
ing introduced scientific content is mainly based on [19)].

3.1 Opinions

The key element of SL is the opinion representation. An opinion represents information
about the discrete random variable X from the domain X in terms of the belief, the
uncertainty, and the a priori knowledge (base rate) about X.

Definition 1 (Multinomial Opinion [19]). Consider a random wvariable X in the finite
domain X with cardinality X = |X| = 2. A multinomial opinion can be defined as an
ordered triple wx = (bx,ux,ax) with

bx(z): X [0,1],  1=ux+ ) bx(z), (1a)
ax(z): X [0,1], 1= ax(z). (1b)

The belief mass distribution bx over X reflects the belief in each event, the uncertainty
mass ux € [0,1] signifies the lack of evidence, and the base rate distribution ay over X
represents the prior probability for each event.

A multinomial opinion can be projected into a classical probability distribution using
Px(z) = bx(z) + ax(x)ux, VreX. (2)

Here, the projected probability Py (x) : X — [0, 1] represents the expected value of the
opinion when interpreted within the framework of a classical probability space.



A special case of a multinomial opinion with a binary domain |X| = [{z,z}| = 2 is
called a binomial opinion. The binomial opinion wy = (bx,dy,ux,ay) consists of two
explicit belief masses, namely the belief by = bx(x) and the disbelief dx = bx(Z). In
addition, the base rate of the event x is also given as a scalar: ax = ax(z). Note
that with ay, it directly follows that ax(Z) = 1 — ax, which is, however, skipped in
the opinion notation for simplicity reasons. Similarly, the projected probability of the
binomial opinion wy is denoted as Py = Pyx(x).

Exemplarily binomial opinions using the barycentric triangle [19] are visualized in
Fig.[2l In Fig.[2al a binomial opinion with all introduced components and measures related
to this opinion is depicted. In Fig. 2D however, three specific opinions are visualized that
indicate different situations. The green opinion w} visualizes a most likely true statement
with a small uncertainty value uyx and a large belief value bx. In contrast, the red opinion
w3 denotes a most likely false statement with a small uncertainty value uy and a large
disbelief value dx. The yellow opinion w% symbols a somewhat true statement with
somewhat large uncertainty and belief values ux and by.

3.2 Multi-Source Fusion

One of the key strengths of SL lies in its extensive framework for information fusion. SL

enables the combination of multiple opinions, wfg, e ,w_}g(N , provided by different sources
S1,...,95 €S, about a common random variable X € X. These opinions can be merged

to produce a unified and comprehensive fused opinion w5.

Definition 2 (Multi-Source Fusion |20} 21]). Let S be a set of N € N sources represented
by Si,...,Sn. Further, let W% = {wf(l, e ,wfg"} be a set of opinions, which contains
an opinion of each source about a common random variable X € X. Multi-source fusion
describes the process of reaching a joint conclusion given the set of opinions W

A variety of fusion operators are available in SL, as detailed in the literature 19| 20,
21]. The choice of an appropriate fusion operator depends on the specific application,
the context of the situation, and the underlying assumptions [19]. In our proposed SA
framework, we use cumulative belief fusion (CBF), averaging belief fusion (ABF), and
weighted belief fusion (WBF'), which are defined in the following. For detailed implemen-
tation steps and explicit calculation formulas for fusing multinomial opinions, please refer
to [20, [21].

3.2.1 Cumulative Belief Fusion

The CBF [20] assumes that incorporating additional, independent sources of evidence
will accumulate and strengthen the overall belief. Given S and W$ from Definition [2 the
CBF of all opinions in W% is denoted by

@(W)S() = SC‘EDS (w}q() = w;g(l ®D... (—Bw}g(N ) (3)

Here, associativity, commutativity, and non-idempotent can be verified [20)].



3.2.2 Averaging Belief Fusion

The ABF [20] takes into account the interdependence between sources and assumes that
adding more sources does not necessarily lead to a stronger conclusion with lower uncer-
tainty. Given S and W% from Definition , the ABF of all opinions in W% is denoted
by

WS =@ (). (4)

SeS

Here, commutativity and idempotent can be verified |20, [21]. It shall be noted that the
consecutive execution of ABF of two opinions is non-associative.

3.2.3 Weighted Belief Fusion

The WBF |[21] takes, similar to the ABF, into account the interdependence between
sources and assumes that adding more sources does not necessarily lead to a stronger
conclusion with lower uncertainty. However, in contrast to the ABF, the source opinions
are weighted depending on the uncertainty or confidence of the opinions. Note that in

the case of equally confident source opinions, the fusion is averaging. Given S and W%
from Definition |2} the WBF of all opinions in W% is denoted by

S (Wg) =@ (wy) - ()
SeS
As for ABF, commutativity and idempotent can be verified for WBF [21]. It shall be
noted that the consecutive execution of WBF of two opinions is non-associative. To
summarize, CBF assumes that integrating additional independent evidence sources will
increase and solidify overall belief. Conversely, ABF considers the interdependence among
sources, acknowledging that adding more sources does not necessarily lead to a stronger
conclusion or reduced uncertainty. In addition, WBF is similar to ABF but fuses the
source opinions depending on their uncertainty.

3.3 Multiplication and Co-Multiplication

In the case of binomial opinions, the multiplication and co-multiplication operators cor-
respond to the binary logic operators AND (A) and OR (v). These operators assume
independent source opinions from two different domains, X = {z,z} and Y = {y, 5},
leading to the Cartesian product of the binary domains X x Y = {(zy), (z7), (Zy), (Zy)}.
In this section, only the binomial case is considered for clarity and simplicity, as only
binomial opinions are deployed in our proposed SA framework in Section [5]

3.3.1 Binomial Multiplication

Given two independent opinions wx = (bx,dx,ux,ax) and wy = (by,dy,uy,ay) on
the variables X € X = {z,z} and Y € Y = {y, ¢}, respectively, then the binomial
multiplication |19] (conjunction = A y = {(zy)}) is denoted by wx .y = wx - wy.
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Fig. 3. Illustration of an exemplary SN. In this example, agent A aims to decide about the variable Z given
the other agents B and C, the observer S, P, and F', as well as the other variable Y. Arrows visualize
the connections between these components. Namely, dashed arrows (--») indicate trust relations, solid
arrows (—) represent belief relations, and double arrows (=) denote conditional relations.

3.3.2 Binomial Co-Multiplication

Given two independent opinions wx = (bx,dx,ux,ax) and wy = (by,dy,uy,ay) on
the variables X € X = {z,z} and Y € Y = {y,y}, respectively, then the binomial co-
multiplication [19] (disjunction z vy = {(zy), (xy), (Zy)}) is denoted by wx .,y = wx LUwy.

3.4 Subjective Networks

In [19], SNs are presented as a graph-based framework that connects agents or sources
with variables alongside conditional and trust opinions.

Definition 3 (Subjective Network [19]). An SN describes a decision process and is a
directed acyclic graph (DAG) that contains agents S and variables V. The connections
between agents represent trust, between agents and variables observations, and between
variables conditional connections.

An overview of the SN concept is shown in Fig. 3l To sort the components, the agents
A, B,C € S are in the so-called frame of sources, whereas the variables S, P, F\Y, Z € V
are in the frame of variables. Here, a simple SN is visualized, where agent A aims to
decide on the variable Z. For the decision process, agent A has additional trust relations
to agents B and thus C. These agents have belief relations to the observed variables S,
P, and F. Then, S, P, and F have conditional relations to the variables Y and Z.

For the implementation of the SN in Fig. [3| and, thus, the calculation of the decision
process about variable Z, SL opinions and operations are needed. Various SL opera-
tions, presented above, can be applied to nodes of variables in this SN with conditional
relations, such as S and P connected with Y, to fuse and combine the information in-
volved. However, to choose the most suitable SL operation, the details of the situation,
the considered system, and the dependencies need to be taken into account. These im-
plementation choices are extensively discussed and explained in Section [5| while modeling
and implementing our SA framework for the considered system. For more details about
SN, please refer to [19)].



For completeness reasons, we briefly introduce the deduction operator [19]. In some
cases, deduction is required to implement conditional relationships between random vari-
ables in SNs, e.g., Y and Z in Fig. [3] Consider wy being an opinion containing the in-
formation obtained about the random variable Y. Now, let wzyy = {wz, [i =1,...,V}
be the conditional opinions of the random variable Z for each possible event in Y Then
wzy represents the deducted option on Z given Y, denoted by

Wzlly = Wzly ©@wy . (6)

4 Common Interface for Self-Assessment

As discussed in Section [2] several existing SA approaches already leverage SL, producing
SL opinions as their output. This demonstrates the suitability of SL as a foundational
framework for SA due to its ability to express degrees of belief, disbelief, and uncertainty
in a mathematically rigorous manner. In particular, the approach introduced in [9] high-
lights the practical use of SL opinions, incorporating reference opinions for evaluating SA
statements. Additionally, a threshold derivation method is presented, enabling informed
SA decisions based on the derived SL opinions. This strengthens the case for adopting
SL in SA frameworks, as it facilitates decision-making through well-defined mathematical
thresholds.

Beyond its theoretical strengths, SL offers practical advantages: It provides a concise
yet expressive representation of SA statements, is intuitive, and easy to process compu-
tationally. This makes SL particularly useful in real-world applications, where efficient
assessment of system states is crucial. Furthermore, integrating SN extends the applica-
bility of SL in SA. For example, our automated driving stack (illustrated in Fig.[1]) can be
directly modeled as an SN (see Section , providing a structured mathematical represen-
tation of the system. This enables the system to evaluate its own reliability dynamically,
considering dependencies between different components. Lastly, SNs’ flexibility allows for
the modeling of various scenarios and patterns within an SA framework. By combining
SL and SNs, we propose a robust and scalable approach to self-assessment, ensuring both
formal rigor and practical applicability in complex decision-making systems. Thus, we
propose using SL in connection with SN as a common interface for SA methods in an
automated driving stack.

5 Self-Assessment Framework

Following the previous argumentation, we propose a unified SL-based SA framework in
this section. This framework is introduced using a lucid system structure for simplicity
and illustration reasons. Omitting redundancy allows for a more intuitive presentation of
the framework. However, as discussed later, the applicability is not limited. The lucid
system used for introducing our SA framework comprises three sensors with respective
processing concatenated with a fusion and a planning & control module. It is illustrated
in Fig. 4 and will also be used for our subsequent evaluation in Section [0}

In the following, a mathematical representation of the lucid system is derived using SL,
especially SNs. Recurring patterns are elaborated based on the obtained SN’s structure,
aiming to provide fundamental components that can be combined to represent any system.
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Fig. 4. Lucid system with a simplified structure. Three sensors (51, S2, and S3) with respective processing
modules (P, Py, and Ps) are present. Each module is assessed separately, and additionally, the combined
sensor processing output of P; and P, are assessed using a concurrent SA module. All data is fused in
the fusion module before being used for planning & control.

At several points in the presented SN, information is fused. For this, task-specific fusion
operators for each pattern are discussed. Finally, the derived SN, in combination with
suitable fusion operators, represents the decision process of the unified SA framework.

It should be mentioned that for simplicity reasons, the use of trust is facilitated in
this work. Although explicitly shown in SNs, trust is always assumed to be dogmatic
consent. Trust relations in SL enable sophisticated conflict handling 20} [18], which can
potentially improve fusion within the SA framework. However, because introducing an
initial approach to deploying SA on a system-wide level focuses on intuition and clarity,
these advanced conflict-handling fusion techniques exceed the scope of this work. Further,
in this work, we assume that the provided SA modules already take time-dependent infor-
mation into account, and thus, our unified SA framework may not filter any intermediate
state over time.

5.1 Mathematical Representation

To be represented in an SN, a system with its SA framework structure must first be
analyzed in more detail. The only source of information considering SA is the SA output
from each individual module or concurrent SA modules. Hence, each such output is
considered as a variable X inside the SN represented by an SL opinion wyx. Any other
intermediate SA observation is a combination or fusion of these opinions. As previously
described, opinions must describe the same random variable in order to yield interpretable
fusion results. However, at first, each SA output only describes the state of the module
itself (SA on module level) or the combined state of some group of individual modules,
but not directly the overall system state (SA on sub-system level). Respectively, to fuse
available information, virtual variables and conditional dependencies from other variables
must be defined.

For example, given a sensor S and its processing P together with their module-specific
SA opinions wg and wp, respectively, the virtual variable V' with its opinion wy describes
the combined state of health. Domains must be considered to obtain information about V.
At first, each SA score only describes a specific module. Either the chosen operator must
support opinions of different domains, such as multiplication, or the statistical connection
must be explicitly considered. For the later, the conditionals wy|s and wy|p describe the
effect of S and P onto V, as described with Eq. @ For completeness reasons, these



Fig. 5. An SN representing the lucid system from Fig. Here, agent A decides on the overall SA
described by the variable Z. Virtual variables (V{1 2312;, W, X, Y, and Z) and virtual agents (B, C, D,
and F{ 5 33) were added to provide a graphical representation similar to the previous system illustration.
The variables S¢1 2 3}, P(1,2,33, F, and T represent the SA opinions of the sensor, processing, fusion, and
planning & control modules, respectively. Further, the concurrent SA opinion is represented by O.

conditionals are explicitly denoted and carried out within this section. However, as it
will be discussed later, under some restrictions, some of these conditionals are assumed
to represent identities and, therefore, will vanish in the final expression. Further, virtual
agents V' are added to the SN to preserve an intuitive structure. Partially, they directly
observe variables, or otherwise, they combine available information without any direct
observation. The trust between virtual agents is dogmatic true; no data is changed by
adding them, which is important when they are added for structural reasons only. In
Fig. [f| the exemplary system from Fig. [] is completely translated into a mathematical
representation as an SN. The frame of sources S contains the virtual agents B, C, D, E{; 2 3
and the observing agents A. Further, the frame of variables V comprises the virtual
variables Vi1 23,12, W, X, Y, the observed variables S 23y, P1,2,3), F, T, and the variable
Z, which A decides on. In the next section, when specific patterns are defined, the
availability and suitability of operators are discussed, considering different possible system
configurations.

5.2 Building Patterns

Considering the derived SN in the previous section, certain patterns and structures appear
repeatedly. In this section, these patterns are elaborated on, and possible fusion operators
are evaluated and discussed depending on the specific situation in which a pattern appears.
A general overview of the patterns is given in Fig. [0l Here, the structure of modules in
the system overview (upper row) is shown alongside the respective SN (lower row).
While the representation of certain structures is similar at different positions in the
software stack, the way the information is fused strongly depends on the specific informa-
tion. In particular, choosing a fitting fusion operator is key and must consider whether, for
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(a) Series connection. (b) Parallel connection. (c) Concurrent self-assessment.

Fig. 6. Different patterns of module structures in the system overview with their corresponding math-
ematical representation as subjective networks (SNs) are illustrated. Each part shows basic structures
that can be used to assemble an implementation of any system.

example, data is statistically independent. Thus, in the following, the presented patterns
from Fig. [0] are analyzed in detail, and fusion operator feasibility is discussed.

5.2.1 Series Connection

This section explains the series connection pattern in Fig. [6al Two modules connected in
series are, for example, a sensor acquisition and a respective processing. Usually, the SA
output of the combination depends on the well-being of both modules separately. In other
words, both modules must perform as expected to yield a healthy SA output. If any of
both SAs report an issue, the combined output most likely shows reduced quality. Thus,
the SA output must be connected using a logical AND. For this purpose, extending the
AND operation, SL provides a multiplication operator [19], introduced in Section [3.3.1]
If, in contrast, a module connected in series can compensate for its preceding module, the
connection can be interpreted as being parallel with respect to SA and, thus, refers to
Section [£.2.2

Considering the series connection in Fig. @ and given the two SA opinions w% and
wE observed by agent D, the combined SA information wf when module A and B are

connected in series is given by
wg =wh - wh . (7)

The multiplication operator takes different domains into account, such as the different
domains A and B, so they do not need to be considered separately.

5.2.2 Parallel Connection

With multiple modules in parallel, as illustrated in Fig.[6D] the feasibility of fusion opera-
tors depends on the situation. The type of fusion operation selected for parallel connection



affects the meaning of the overall SA output. If the success requires all parallel modules
to be healthy, the multiplication operator has to be applied. This implies that every
part of the parallel connection is healthy individually. However, in many applications,
parallel structures present a certain degree of redundancy or compensation. Respectively,
their SA information individually indicates if their combination is of sufficient quality. If
a single healthy module is sufficient, the co-multiplication operator, introduced in Sec-
tion [3.3.2] is appropriate. Equally to the multiplication operator, it implicitly takes the
different domains into account. Figuratively speaking, using co-multiplication, the com-
bined SA statement describes minimal feasibility. As long as at least one part is healthy,
the combined parallel connection is considered healthy.

Considering the parallel connection in Figure |6b| and given the three SA opinions w¥,
wE | and wf observed by agent F, the combined SA information w% using co-multiplication
is calculated by

whb =wh Uwh uwg . (8)
In contrast, if the different modules can compensate for impairments of other modules
and the overall SA output should reflect issues of individual modules, fusion operators
presented below should be used. First, if data is independent and each SA information
provides more evidence, the CBF operator from Section is appropriate. Given the
SA opinions w4, wk, and wf observed by a agent E, the combined SA opinion w’ using

the CBF is calculated by
wp, = (wpja ® wk) @ (wpip ©® wg) @ (wpic ® WE) . (9)

Here, the order is irrelevant since the CBF is commutative and associative. Thus, multiple
concatenated CBF operations can be reordered or combined.

If, however, individual SA information is not independent, the ABF from Section [3.2.2]
suits best. Given w, wk, and wf as before, the combined SA opinion wf using ABF is
calculated by

wE = (wD‘A © wf) &) (wD|B © wg) &) (wD|C © wg) . (10)

Although the ABF is commutative, it is not associative. Thus, multiple ABF operations
cannot be combined.

Another suited fusion operator is the WBF from Section that, similar to the
ABF, considers dependent SA information. In contrast to the ABF, the WBF has a
neutral element, the vacuous opinion wy with uy = 1, and thus, when an opinion is fused
with the vacuous opinion, it remains unchanged. As a result, ABF is better suited when
all paths fused in the proposed framework are mandatory; if any statement of any SA
module is vacuous, the resulting uncertainty becomes higher. On the other hand, if paths
are optional, and a path without a meaningful SA statement is tolerable, the WBF' can
reflect this. Given w¥, wk, and wf as before, the combined SA opinion w} using WBF is
calculated by

wh = (‘-UD\A © wf) &) (wD|B © wg) &) (wD|c © wg) - (11)



5.2.3 Concurrent Self-Assessment

In the case of concurrent SA modules, as illustrated in Fig. information is partly
dependent. Thus, it presents a special case as a combination of the above and is therefore
considered its own pattern. Generally, the SA of modules A and B can be fused similarly to
the parallel case using, for example, CBF or (co-)multiplication. Although the concurrent
SA is also in parallel, it is not independent, and thus, the choice of fusion operators is
limited. As a result, these two fusion operations may not be combined. Depending on
whether both A and B have their own SA, the concurrent SA may be considered optional
or mandatory. Respectively, a suitable operator is presented in the previous section.

Given two modules A and B with their SA opinions w% and w& observed by agent D
and an optional concurrent SA module with output wf,, the combined SA opinion w&
observed by agent E using co-multiplication and WBF is calculated by

w = (weier ® (W Lwg)) & (weisa @ why) - (12)

Here, introducing the agent D and variable C” allows for a cleaner representation and
separation of individual fusion steps.

5.2.4 Operator Selection

To implement any of the above connection patterns, a fusion operator must be chosen that
correctly reflects the required constellation. In the previous section, we presented possible
operators and described certain aspects that need to be considered when integrating
them into the proposed unified SA framework. There is not just a single rule telling
which operator to choose; it remains a process of choosing the best-fitting one for each
application. While the list of available operators is not complete, we are convinced that
the operators presented above can describe a wide variety of systems.

5.3 Assembling a System-Wide Self-Assessment Formula

In this section, the SN (cf. Fig. [5)) of our lucid system (cf. Fig. |4]) is combined with the
fusion operators for different patterns (cf. Fig. [6]) discussed in the previous section. The
goal is to assemble two formulas that reflect the overall state of health and a safety-critical
check of the system, respectively, only based on the patterns presented in Fig.[6] Assuming
independence, conditionals are presumed to be identities and thus do not influence any
opinion’s belief distribution. For simplicity reasons, conditionals are therefore omitted in
the following. Hence, whenever two opinions about different random variables are fused,
an identity conditional is implicitly assumed.

The overall state of health should reflect two key aspects. One aspect is if the system
provides a critical path of mandatory modules. Another one is the safety margin, which
refers to the available redundancy at parallel points in the software architecture. As an
example of the latter, if a sensor fails in our lucid system, the overall state of health should
output a reduced score, even if enough information is available for safe operation.

In contrast, the safety-critical check only reflects the first aspect. One of all optional
modules at a parallel point in the software stack is sufficient. With respect to the lucid
system, a high SA score should be obtained even if two of the three sensors fail. Then, if
the third one reports issues, the safety-critical check SA score should abruptly decrease.



Next, starting from the perception part of the SN, the two formulas are derived. The
SA of the sensor and processing combinations (S7, Ss, S3 and Pp, Py, P3) can be fused
using the series connection pattern (see Section [5.2.1)). Respectively, the observations of
the virtual agents E, Fs, F5 are defined by
wii = wg wp,  Vie{1,2,3}. (13)
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Then, applying the concurrent SA connection (see Section [5.2.3)), the SA of sensor and
processing V; and V5 are combined with the concurrent SA. Since an SA score is available
for each module independently, the concurrent SA module is considered optional. Thus,
the WBF operator is reasonable for fusion. The sensor and processing combinations
(V4,V3) are combined using CBF for the overall state of health and co-multiplication for
the safety-critical check. Respectively, the combination is defined by
» (w{i1 @w%) ® wl,, for state of health, (14a)
(.UW -
(W Lw?) ®wl,, for safety-critical. (14b)

The third sensor and processing combination (S5, Ps) is fused with the other two using
CBF or co-multiplication for the two formulas, similar to before. Hence, the perception
SA w§, consisting of all sensors, their processing, and the concurrent SA, is defined by

((W\% @w%) & w§A> &) (w?j . wgf) , for state of health, (15a)

((w‘% L w{fj) @) w§A> L (wgg’ .w{f;) , for safety-critical. (15b)

Finally, the perception is combined with fusion and planning & control. Since all three
parts are mandatory and in series connection, the multiplication operator is used. The
complete decision formula for the overall state of health and the safety-critical check is
given by

(((w‘% @w‘%) @) ng> &) (W;E; w?j)) wB Wi for state of health, (16a)

N

(((w{fll L w%) & ng> L (wgs wﬁj)) CWE Wi for safety-critical.  (16b)

Using the CBF operator in Eq. provides the overall state of health formula. When,
instead, co-multiplication is used in Eq. , it provides the safety-critical check. The
general behavior of these two functions is investigated, and their progressions are com-
pared in our evaluation, presented in the next section.

6 Evaluation

In this section, the two SA decision formulas proposed in this work (the overall state
of health in Eq. and the safety-critical check in Eq. ) are evaluated on the
exemplary lucid system architecture introduced in Fig.[d Using a fixed set of SL opinions
as SA scores allows for a clear structure and investigation. However, our proposed method
is applicable to any SL input opinions.
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Fig. 7. Tllustration of the evaluation scenario and its results. In (a), the SA input opinions are depicted
for each step in a tabular form. Each colored square represents a predefined opinion for most likely true
(green), somewhat true (yellow), and most likely false (red), cf. Fig. These opinions are given by
the SAs on module or sub-system level and are the input for our unified SA framework. Below in (b),
the projected probability progression is plotted, and the steps are spatially aligned with the tabular view
in (a). Intermediate input opinions are linearly interpolated to yield a smooth transition between the
configurations. On the right in (¢) and (d), the overall state of health and the safety-critical check results
are depicted in a barycentric triangle, respectively. For readability reasons, the probability projection
has been omitted in (c) and (d); it is available in (b) at the respective step.

To highlight specific behaviors of the proposed formulas, we defined six different SA
situations of the system and then connected these situations in six successive steps. Each
step contains our system’s SA situation, which consists of the SA score for each SA
module. These scores are the input to our unified SA framework. The input SA opinions
for each step are listed in tabular form in Fig. [7a] A green square represents an opinion
that is most likely true, a red square denotes an opinion that is most likely false, and
a yellow is a somewhat true and rather uncertain opinion. These classified exemplarily
opinions were introduced in Fig. 2bl For readability reasons, the sensor and processing
SA scores are combined in this section, and the respective opinions are denoted by the
variables Vi, V5, and V3.



Now, to investigate and compare the behavior of the two formulas, the predefined
SA input opinions slowly fade in and out step by step. Intermediate opinions are calcu-
lated between two steps to provide a smooth transition between the different SA input
situations. For each set of intermediate opinions, the unified SA opinions are obtained
using our two formulas (Eq. & ) The progression of these opinions’ projected
probability is plotted in Fig. At each of the defined steps, the obtained opinions are
illustrated in Fig. |7b| for the overall state of health and in Fig. |7c|the safety-critical check.

In general, when all SA input opinions indicate healthy states and no issue is reported
(cf. Step 1), the two formulas provide similar scores. However, as soon as some modules
start to fail and the SA input opinions report this, the results differ. In Step 2, the
first sensor and processing (denoted by V) report issues, followed by the concurrent SA
(denoted by O). Since there is still a sufficient number of sensors available for fusion,
the safety-critical check is hardly affected. Contrarily, the overall state of health shows
a clear decrease. This is the same for Step 3, where the second sensor and processing
part (denoted by V3) fails. The safety-critical check shows that enough modules are still
working well to ensure safe operation. Comparing it with the overall state of health, their
difference reveals that there are already some issues, and the margin of redundancy shrank.
As soon as the last sensor (denoted by V3) fails in Step 4, both formulas report similar
results, saying that the system state is unhealthy and unsafe. Steps 1 to 4 demonstrate the
applicability of our proposed solution to parallel and redundant parts within the software
stack, even when only observing the final output of two formulas. In Fig. & [7d the
difference between the two formulas in switching from good to bad is emphasized. While
the overall state of health transitions step by step, the critical check jumps harshly.

To highlight the advantages of using SL in this context, Step 5 shows uncertain SA
information from the fusion and the planning & control modules. Although uncertain, it
tends to be a true statement (somewhat true as visualized in yellow in Fig. [2b]). As a
result, the obtained unified SA opinions become uncertain as well (cf. w4 in Fig &l[7d).
Thus, the degree to which an SA module is certain about its statement is effectively being
considered, and it is reflected by the end result. The small overshoot’ when transitioning
from Step 4 to 5 is due to the fairly simple linear interpolation of all variables. In
this specific case, four modules change from unhealthy back to healthy while becoming
uncertain; the combination of all in our formula results in non-linear behavior.

In both formulas, the presence of a working fusion and planning & control is considered
mandatory. Consequently, when the fusion fails in Step 6, both yield a result telling the
system that it is performing poorly. In contrast to before, no margin is available, and
thus, the overall state of health changes as abruptly as the safety-critical check.

Overall, our evaluation considers multiple different system states, and the output of
our formulas meets the expectations they have been created for. Thus, only considering
the output of our proposed formulas provides insights into many aspects of the system.

7 Conclusion

Summarizing our work, we identified self-assessment (SA) as a key aspect to enable the
safe and robust operation of automotive vehicles. First, we investigated the state-of-the-
art SA approaches for autonomous driving and categorized them into SA on module,
sub-system, and system levels. After providing an introduction to subjective logic (SL),



we discussed why it is a well-suited common interface as the basis for a system-wide
framework investigating the SA state of a software stack. For an exemplary software stack
architecture, we derived a mathematical representation using subjective networks (SNs)
and elaborated typical patterns to allow adapting our method to any system structures in
general. Investigating the proposed unified SA framework results for several system SA
input configurations in our evaluations demonstrated the effectiveness of our approach,
being able to verify both an overall state of health and a safety-critical check. By providing
a first approach to fusion SA from different modules across the complete software stack,
we aim to contribute to the robust and safe operation of autonomous vehicles.
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